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Abstract—The decreasing lifetime of NAND flash memory, as a side effect of recent advanced semiconductor process scaling, is

emerging as one of major barriers to the wide adoption of SSDs in high-performance computing systems. In this paper, we propose

Dynamic Erase Voltage and Time Scaling (DeVTS), an integrated approach to extend the lifetime (particularly, endurance) of NAND

flash memory. DeVTS is motivated by our key observation that erasing a NAND block with a lower voltage or at a slower speed can

significantly improve NAND endurance. However, using a lower erase voltage causes adverse side effects on the write performance

and retention capability of NAND flash memory. In order to improve NAND endurance without affecting the other NAND requirements,

we take advantage of idle times between write requests and variations of the retention requirement when writing data to a NAND block

erased with a lower voltage. We have implemented a DeVTS-aware FTL, called dvsFTL, which exploits the tradeoff relationship

between the endurance and erase voltages/times by accurately predicting the write performance and retention requirements. Our

experimental results show that dvsFTL can improve NAND endurance by 94 percent, on average, over an existing DeVTS-unaware

FTL while all the NAND requirements are preserved.

Index Terms—NAND flash memory, solid-state drive, storage system, storage performance, storage reliability
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1 INTRODUCTION

NAND flash-based solid-state drives (SSDs) are widely
used in personal computing systems as well as mobile

embedded systems. However, in enterprise environments,
SSDs are employed in only limited applications because
SSDs are not yet cost competitive with HDDs [2]. Fortu-
nately, the prices for SSDs have fallen to the comparable
level of HDDs by continuous semiconductor process scaling
combined with multi-leveling technologies. However, the
limited endurance of NAND flash memory, which have
declined further as a side effect of the recent advanced
device technologies, is emerging as another major barrier to
the wide adoption of SSDs. (NAND endurance is the ability
of a memory cell to endure program/erase (P/E) cycling,
and is quantified as the maximum number Nmax

P=E of P/E cycles
that the cell can tolerate while maintaining its reliability
requirements [3].) For example, although the NAND capac-
ity per die doubles every two years, the actual lifetime
(which is proportional to the total NAND capacity and
Nmax

P=E ) of SSDs does not increase as much as projected in the

past seven years because Nmax
P=E have declined by 70 percent

during that period [4]. In order for SSDs to be the main-
stream of enterprise environments, the issue concerning
NAND endurance should be properly resolved.

In this paper, we propose an integrated approach, called
Dynamic Erase Voltage and Time Scaling (DeVTS1), which
significantly improves NAND endurance by dynamically
adjusting the erase voltage and time of NAND flashmemory.
The DeVTS approach is motivated by our NAND device
physics study that NAND endurance is degraded primarily
during erase operations. Since the probability of oxide dam-
age (which is known as the main cause of endurance degra-
dation) has an exponential dependence on the stress
voltage [5], reducing the stress voltage (in particular, the
erase voltage) is the most effective means of improving
NAND endurance. Moreover, given an erase operation, since
a nominal erase voltage tends to excessively damage NAND
memory cells in the beginning of an erase operation [6], slow-
ing down the erase speed (i.e., monotonically increasing the
erase voltage from a low voltage to the nominal voltage over
a sufficiently long time period) can minimize the oxide dam-
age [1], [7], thus additionally improving NAND endurance.
By modifying NAND devices to support multiple erase volt-
age and time scalingmodes (which have different impacts on
NAND endurance), and allowing a flash software to select
the most appropriate erase scaling modes depending on a
workload, DeVTS can significantly increaseNmax

P=E .
However, in order to write data to a NAND block erased

with a lower erase voltage, it is required to use special write
modes that can form threshold voltage (Vth) distributions
within a narrower Vth window. Since the Vth window (i.e.,
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1. The naming of our proposed technique is highly influenced by the
Dynamic Voltage and Frequency Scaling (DVFS) technique that is a
very widely-used key technique for low-power CPUs.
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the total width of Vth margins for a NAND cell) is tightly
designed to guarantee all the specified NAND requirements
(i.e., endurance, performance and retention), in order to
assignmoreVthmargin to endurance, theVthmargin for the
other requirements needs to be reduced instead. For exam-
ple, a slow write mode with a fine-grained program control
can shorten the width of a Vth distribution so that the
required Vth margin for performance can be saved while
the NAND program time increases [1]. Similarly, a short-
retention write mode, which reduces the Vth gap between
two adjacentVth states, can save the requiredVthmargin for
retentionwhile the retention capability is sacrificed [8], [9].

In order to estimate the impact of the special write modes
(i.e., slow write modes or short-retention write modes) on
NAND endurance, we develop a comprehensive NAND
endurance model which accurately captures the tradeoff
relationships between the endurance and performance/
retention capabilities of NAND flash memory. Based on the
NAND endurance model, when a slow or short-retention
write mode is used at the expense of the performance or
retention capability, we can estimate how much the erase
voltage can be lowered.

Our DeVTS approach actively exploits the tradeoff rela-
tionships between the NAND requirements at a software
level so that NAND endurance can be improved while the
overall write performance and retention requirements of
SSDs are not affected. For example, when incoming write
requests are not so intensive that the maximum perfor-
mance of NAND devices is not fully required, a DeVTS-
enabled technique takes advantage of idle times between
consecutive write requests to tune down the program or the
erase speed as slowly as possible. In addition, when some
of data is updated frequently such that a long retention time
is not needed, a DeVTS-enabled technique decides to tune
down the retention capability of such data as low as possi-
ble. If such a low-performance requirement or short-reten-
tion requirement is detected, the DeVTS-enabled technique
selects the most proper speed/retention modes for each
program operation, or chooses the most suitable voltage/
speed modes for each erase operation. By actively employ-
ing endurance-enhancing erase modes (i.e., a slow erase
mode with a lower erase voltage) depending on workload
conditions, Nmax

P=E is significantly increased because less
damaging erase operations are more frequently used.

We have implemented a DeVTS-aware FTL, called
dvsFTL, which dynamically adjusts the erase voltage and
speed modes in an automatic fashion by properly tuning the
performance and retention capabilities of write requests.
DvsFTL selects the most proper write speed mode and
erase voltage/speed modes based on the utilization of a
write buffer. In order to decide the most appropriate write-
retention mode, an existing data separator in SSDs is rede-
signed to securely predict the future update time of the cur-
rent write request. When it predicts that the written data
will not be updated until its retention deadline expires, a
data reclaim process is proactively invoked to avoid reten-
tion failures. The existing key FTL modules (e.g., mapping
table, garbage collector, and wear leveler) were also revised
to make them DeVTS-aware to maximize the efficiency of
dvsFTL. We evaluated the effectiveness of dvsFTL with an
extended FlashBench emulation environment [10] where the

DeVTS-enabled NAND emulation model was integrated.
Our experimental results using various I/O traces, collected
from enterprise servers, show that dvsFTL can increase
Nmax

P=E by 94 percent, on average, over an existing DeVTS-

unaware FTL without sacrificing the performance and
retention requirements of SSDs.

The rest of the paper is organized as follows. Section 2
briefly reviews main design principles of NAND flash
memory and introduces a reliability metric used in this
paper. In Section 3, we describe erase voltage and time scal-
ing. Section 4 presents write capability tuning techniques
and the NAND endurance model. In Section 5, we explain
the proposed dvsFTL in detail, and report experimental
results in Section 6. After Section 7 summarizes related
work, we finally conclude with a summary in Section 8.

2 BACKGROUND

2.1 Design Principles of NAND Flash Memory

NAND flash memory stores data into cells by changing
their Vth states depending on bit information, and restores
data from cells by sensing their Vth states. Fig. 1 illustrates
an example of Vth distributions for an MLC NAND device
which stores two bits in a cell by using four distinct Vth
states distinguished by three read reference voltages.

Aside from serving as a non-volatile storage medium,
MLC NAND devices are also required to meet the specified
NAND requirements [3]. For example, read and program
operations of an MLC device should be completed within
100 ms and 1,600 ms, respectively [4]. Moreover, even after
3,000 P/E cycles, it is required to support up to 400,000 read
operations [4] as well as to retain its stored data for up to 1
year at 30 �C [11]. Since the Vth design parameters shown in
Fig. 1 are closely related to the NAND requirements, the
overall Vth distributions should be carefully designed to
meet all the NAND requirements under the worst-case
operating conditions for a storage product.

The upper Vth target V Erase
Verify of the E state is one of the key

factors in determining the total width WVth of Vth distribu-

tions. As V Erase
Verify is lowered,WVth getswidened so that it is eas-

ier to optimize theVth parameters for higher performance or
longer retention capability. However, as a side-effect of the

lowered V Erase
Verify , NAND endurance may deteriorate because

NAND blocks are more deeply erased [1]. Conversely, when

a higher V Erase
Verify is used, designing Vth distributions becomes

more complex because lessWVth is available.
The width WPi of a Vth distribution is mostly determined

by the NANDwrite performance requirement. Since NAND
flash memory generally uses the incremental step pulse pro-
gramming (ISPP) scheme to form Vth distributions, WPi and
the program time are directly affected by the ISPP step

Fig. 1. An illustration of Vth distributions for an MLC NAND device and
primary Vth design parameters.
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control. For example, when a fine-grained ISPP step control
is used for a program operation,WPi can be shortened while
the program time increases [1]. As a result,WPi is determined
by the minimum achievable width of a Vth distribution
under the given program-time requirement.

The Vth gap MPi between two adjacent states is mainly
determined by the NAND retention requirement. When
NAND memory cells are programmed and left for a long
time, charge loss may occur because stress-induced damage
in the tunnel oxide layer is likely to loosen stored charges.
Since this charge-loss phenomenon may cause Vth changes,
it is necessary for a sufficient MPi to tolerate the Vth
changes. In order to guarantee the NAND retention require-
ment under the worst-case operating condition, MPi is
determined by the maximum Vth change after Nmax

P=E fol-

lowed by 1-year retention times.
The Vth margin MDist between the E state and V P1

Read pri-
marily affects the disturbance resistance of NAND devices.
When a NAND memory cell is programmed or read, its
neighbor cells that belong to the E state may be softly pro-
grammed so that theirVths move to the right [3], [8]. In order
to compensate for theVth changes due to these disturbances,
a sufficient MDist should be reserved in the Vth window as
shown in Fig. 1. Typically,MDist is decided by the maximum
Vth change afterNmax

P=E followed by 400,000 read cycles.

The read pass voltage V Pass
Read which affects the NAND

read disturbance is another key factor in deciding the value
of WVth. Since the NAND read disturbance has an exponen-

tial dependence on the V Pass
Read [3], V Pass

Read is usually fixed as
low as possible in device design times. The Vth gap MPass

between the P3 state and V Pass
Read is also essential to fully turn

on all the memory cells in a NAND block [3].
When the Vth design parameters are designated accord-

ingly, all the Vth states are placed between V Erase
Verify and V Pass

Read .
Therefore, WVth is expressed as follows (for an MLC NAND
device):

WVth ¼ V Pass
Read � V Erase

Verify

¼ MDist þ
X3

i¼1

WPi þ
X3

i¼1

MPi þMRead:
(1)

Since the Vth design parameters are highly related to one
another, if a certain design parameter is to be changed, we
should check its effect on the whole Vthwindow.

2.2 Reliability Metrics for NAND Memory Cells

Since the physical mechanism of NAND endurance degra-
dation is closely related to stress-induced damage (i.e.,
defect) in the tunnel oxide layer of NAND cells [8], in order
to represent the wearing degree of the NAND cells, it is nec-
essary to measure the defect density in the cells. However,
to the best of our knowledge, it is practically impossible to
directly measure the defect density in NAND cells without
using a destructive inspection.

As an alternative reliability metric for NAND cells, in this
paper, we use the number Nretðx; tÞ of retention errors after
t-year retention time for x pre-cycled NAND cells. After sev-
eral experimental trials with different measures, we observed
that Nretðx; tÞ is one of efficient reliability metrics which can
better represent the total defect density in the NAND cells

because they have a near-linear dependence relation. In this
paper, we extensively use Nretðx; 1Þ for x pre-cycled NAND
cells. In order to emulate a 1-year retention time condition, we
baked theNANDchips at 100 �C for one hour (which is equiv-
alent to one year at 30 �C [12]) after x pre-cyclings.

A decision to useNretðx; tÞ as a reliability metric is largely
based on the bit error patterns of recent NAND devices. As
the defect density in the cell increases, bit errors occur from
two main sources, one from the NAND endurance problem
and the other from the NAND retention problem. For exam-
ple, a common reliability metric Nmax

P=E quantifies the endur-

ance of NAND cells. The data retention of NAND cells can
be quantified by the maximum time Tmax

ret that the cells can
keep their stored data. Although these two types of bit
errors are quantified using different metrics (i.e., Nmax

P=E and

Tmax
ret ), they are closely related with each other because they

are originated from the same physical mechanism, i.e., the
total defect density in the cell. For recent NAND devices,
however, bit errors from the NAND retention problem are
dominating, especially when the defect density in the cell is
high, thus focusing on retention errors is an effective
approach to model the defect density in NAND cells.

3 ERASE VOLTAGE AND TIME SCALING

In this section, we describe the motivation behind DeVTS
and present the effect of erase voltage and time scaling on
improving NAND endurance.

3.1 Motivation

Since the probability of oxide damage has an exponential
dependence on the stress voltage [5], lowering the stress
voltage (i.e., the program voltage VPgm or the erase voltage
VErase) during P/E cycles can be an effective means of
improving NAND endurance. Although the maximum VPgm

to complete a program operation is usually higher than
VErase, NAND endurance is primarily degraded during
erase operations. This is because the stress time interval of
an erase operation is about 100 times longer than that of a
program operation. Furthermore, since written data on a
certain cell is likely to be changed randomly, the probability
that the cell consecutively experiences the maximum VPgm

during P/E cycles is very low. On the contrary, all the cells
in a NAND block experience VErase at all times during P/E
cycles. Therefore, we can assume that changing VErase has a
more significant impact on NAND endurance.

In order to verify our assumption, we evaluated the effects
of two different stress-voltage-reduction policies, as shown
in Fig. 2a, on NAND endurance. In the ‘lowering VErase’ pol-
icy, WVth shrinks to the right direction (compared to the
default case) so that VErase is lowered (e.g., by 1 V) while VPgm

is not changed. On the other hand, in the ‘lowering VPgm’ pol-
icy, WVth shrinks to the left direction so that the maximum
VPgm is reduced (e.g., by 1 V) while VErase is maintained. In
our evaluation, ten blocks out of two 20-nm node NAND
chips [13] were selected for each policy. As the main evalua-
tion metric, we measured Nretðx; 1Þ per 1 KB cells because it
reflects the effective degree of NAND wearing [1]. In Fig. 2b,
we compare Nretð3 K; 1Þ values under three different poli-
cies. As shown in Fig. 2b, when the ‘lowering VPgm’ policy
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was used, the number of retention errors was reduced by
only 5.3 percent, on average, over the default case. However,
when the ‘lowering VErase’ policy was used, the number of
retention errors was reduced by 34.7 percent, on average,
over the default case. These results clearly show that if WVth

can be reduced, lowering VErase is much more effective than
lowering VPgm in improvingNAND endurance.

3.2 Erase Voltage Scaling and Its Effect
on Endurance

In order to evaluate the effect of erase voltage scaling on
NAND endurance, we performed NAND cycling tests with
different VErase’s. In a cycling test, program and erase opera-
tions were repeated 3,000 times. Our cycling tests for each
case were performed with 100 blocks out of ten 20-nm node
NAND chips [13]. After cycling tests, we measured the
NAND retention BER (i.e., the number of retention errors
divided by the total number of tested cells) for each block as
a measure of wearing degree of NAND memory cells. The
measured BERs were normalized over the retention BER

when the nominal erase voltage V nominal
Erase was used. Fig. 3a

shows how the retention BER changes, on average, as the
number of P/E cycles increases while different VErase’s are
used. We represent different VErase’s using an erase voltage
scaling ratio rev ð0 � rev � 1Þ. When rev is set to x, VErase is

reduced by ð1� xÞ�V nominal
Erase . As shown in Fig. 3a, the more

VErase is reduced (i.e., the lower rev’s), the lower the reten-
tion BERs. For example, when rev is set to 0.93, the normal-
ized retention BER after 3 K P/E cycles is reduced by 30

percent over the V nominal
Erase case.

Since different VErase’s affect NAND endurance by differ-
ent amounts, we introduce a new endurance metric, called
effective wearing, which represents the effective degree of
NAND wearing per a P/E cycle. Based on a linear approxi-
mation model [6] which simplifies the NAND wear-out
behavior over P/E cycles as shown in Fig. 3a, we represent
effective wearing with a normalized retention BER after 3 K

P/E cycles. For example, when V nominal
Erase is used (i.e.,

rev ¼ 1:00), effective wearing is 1.00. On the other hand,
when VErase is reduced by 7 percent (i.e., rev ¼ 0:93), effec-
tive wearing becomes 0.70. As shown in Fig. 3b, since effec-
tive wearing has a near-linear dependence on rev, effective
wearing for a different rev can be estimated by a linear
regression model. In this paper, we will use a NAND endur-
ance model with six erase voltage modes EVmodei’s which
have six different rev’s (as described in Section 4.4).

The effect of lowering VErase on NAND endurance can be
estimated by accumulating effective wearing for each P/E
cycle. After 3 K P/E cycles, for example, the total sum SEW

of effective wearing with V nominal
Erase is 3,000 ð¼ 1:00� 3; 000Þ,

but when rev is set to 0.93, SEW is only 2,100
ð¼ 0:70� 3; 000Þ. Since NAND reliability is maintained until
SEW reaches 3,000, Nmax

P=E can be increased by 1,286

ð¼ ð3; 000� 2; 100Þ=0:70Þ when VErase is reduced by 7 per-

cent over V nominal
Erase .

3.3 Erase Time Scaling and Its Effect on Endurance

Endurance degradation is directly proportional to VErase in
an erase operation as described in Section 3.2. When VErase

is applied to a NAND block, however, NANDmemory cells
are likely to be over-damaged by VErase. Since the actual
voltage across the tunnel oxide layer is the sum of VErase

and the Vth of a cell [6], an unintended higher (than VErase)
voltage may cause additional damage to the cell until all the
programmed cells are sufficiently erased. For example,
NAND memory cells which have higher Vth’s (e.g., the P3
state) are more damaged in erase operations than those that
have lower Vth’s (e.g., the E state).

In order to minimize oxide damage in the beginning of
an erase operation, it is necessary to properly control the
applied VErase so that the actual voltage across the tunnel
oxide layer does not exceed VErase throughout the erase
operation. We implemented this idea by modifying the
existing incremental step pulse erasing (ISPE) scheme [14]
so that the applied VErase gradually increases from a low
voltage (e.g., VErase � the average Vth of the P3 state) to
VErase over a sufficiently long time period as shown in
Fig. 4. However, when the modified ISPE scheme is used

for an erase operation, the erase time (e.g., Tslow
Erase shown in

Fig. 4) inevitably increases because more ISPE loops are
needed to complete the erase operation.

As shown in Fig. 5a, effective wearing decreases near-lin-
early as the erase time increases. For example, when the

Fig. 3. The effect of erase voltage scaling on NAND endurance.
Fig. 2. Comparison of the impacts of lowering VPgm and VErase on NAND
retention errors.

Fig. 4. An illustration of the proposed erase voltage and time controls for
the fast and slow erase speed modes.
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erase time increases threefold, effective wearing is reduced,
on average, by 19 percent. We represent the erase speed
mode with a default erase time by ESmodefast while that
with a long erase time is represented by ESmodeslow. As
shown in Fig. 5b, the effect of ESmodeslow on improving
NAND endurance can be exploited whenever longer erase
times are acceptable regardless of rev.

4 WRITE CAPABILITY TUNING

If a NAND block is shallowly erased (i.e., erased with a lower
voltage), the available Vth window for a program operation
is also reduced. This is because WVth is mainly affected by

V Erase
Verify (which determines the requirement of VErase) as

explained in Section 2. For example, as shown in Fig. 6, if a

NAND block is erased with a low erase voltage V low
Erase

(which is lower than V nominal
Erase ), the available Vth window is

reduced by a saved Vth margin DWVth (which is propor-

tional to the voltage difference between V nominal
Erase and V low

Erase).
Since Vth distributions should be formed within the given
Vth window, in order to write data to the shallowly erased
NAND block, it is necessary to use special write modes
which adjust Vth design parameters (e.g., WPi, MPi, and
MDist) so that WVth is reduced by at least DWVth. In this sec-
tion, we describe several write capability tuning techniques
to save WVth, and present the NAND endurance model to
estimate the impact of the proposed tuning techniques on
improving NAND endurance.

4.1 Write Performance Tuning

In order to reduce WPi’s, a fine-grained ISPP step control is
needed becauseWPi is directly proportional to the ISPP step
voltage VISPP [15]. However, since the number of ISPP loops
to complete a program operation is inversely proportional

to VISPP [1], the program time TPgm inevitably increases as
shown in Fig. 7a if narrower Vth distributions are required.
Fig. 7b shows how much VISPP can be reduced as TPgm

increases. TPgm was normalized over the nominal program

time Tnominal
Pgm (e.g., 1,300 ms [13]). We denote VISPP scaling

ratio over the nominal ISPP step voltage V nominal
ISPP by rISPP ð0

� rISPP � 1Þ. When rISPP is set to x, VISPP is reduced by

ð1� xÞ � V nominal
ISPP .

In our proposed write-performance tuning technique, we
define three different write-speed modes, WSmode0,
WSmode1, and WSmode2, as shown in Fig. 7b. WSmode0 is the
fastest write mode which has the same TPgm as that of the
nominal write mode, and cannot reduce VISPP . On the con-
trary, WSmode2, the slowest write mode, has a TPgm two

times longer than Tnominal
Pgm (i.e., the normalized TPgm is 2.0),

but can reduce VISPP by 50 percent over V nominal
ISPP .

Since WPi has a linear dependence on VISPP , DWVth by
tuning TPgm is expressed as follows (for an MLC NAND
device):

DWVth ¼
X3

i¼1

DWPi ¼
X3

i¼1

ð1� rISPP Þ � V nominal
ISPP : (2)

For example, if V nominal
ISPP is 400 mV, and a longer TPgm two

times as long as Tnominal
Pgm is acceptable, WVth can be reduced

by 600 mV ð¼ 3� ðð1� 0:50Þ � 400mVÞÞ.

4.2 Retention Capability Tuning

NAND flash memory is required to retain its stored data
for the specified retention time (e.g., 1 year at 30 �C [11]).
In order to guarantee the NAND retention requirement
throughout the storage lifespan, MPi’s are usually fixed
during device design times to cover the maximum Vth
change under the worst-case operating conditions (i.e.,
the maximum number of P/E cycles and the specified
retention time). However, since such worst-case operat-
ing conditions rarely occur, MPi’s are not fully utilized
in most common cases. For example, since the Vth
change due to the charge-loss phenomenon is propor-
tional to the number of P/E cycles [8], only part of MPi

is enough for young NAND memory cells (that have
experienced a few P/E cycles) to meet the retention-time
requirement. Moreover, since the Vth change is also pro-
portional to a retention time [8], when written data are
updated frequently within a short time period, MPi for
such data is not fully needed.

Fig. 5. The effect of erase time scaling on NAND endurance.

Fig. 6. An example of NAND capability tuning for writing data to a shal-
lowly erased NAND block.

Fig. 7. The proposed write-performance tuning technique.
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4.2.1 Static Retention Tuning

In order to determine howmuchMPi is required as the num-
ber of P/E cycles increases, we performed NAND cycling
tests over varying P/E cycles. A cycling test for each case
was performed with more than 2,000 NAND pages (from 20
blocks out of four NAND chips). After the cycling tests, we
measured the average change in Vth for each block after
1 hour’s baking at 100 �C. Measured averageVth change was
normalized over the maximum required Vth margin Mmax

Pi

under theworst-case operating condition (i.e., 3 K P/E cycles
and 1-year retention time). We represent the normalized
average Vth change over varying P/E cycles as the staticMPi

scaling ratio rsret. Fig. 8a shows rsret variations over varying
P/E cycles. After 0.5 K P/E cycles, for example, only 71 per-
cent of Mmax

Pi is required (i.e., rsret is 0.71). Based on the mea-
surement results, we constructed a simplified static MPi

scaling model where rsret changes every 0.5 K P/E cycles as
shown by the dotted line in Fig. 8a. For a given number of
P/E cycles, DWVth by tuning the NAND retention capability
is expressed as follows (for anMLCNANDdevice):

DWVth ¼
X3

i¼1

DMPi ¼
X3

i¼1

ð1� rsretÞ �Mmax
Pi : (3)

For example, if the sum of three Mmax
Pi ’s is 900 mV, and the

number of P/E cycles is less than 0.5 K,WVth can be reduced
by 261 mV ð¼ ð1� 0:71Þ � 900mVÞ.

4.2.2 Dynamic Retention Tuning

In order to determine how much MPi is required as the
retention time increases, we performed NAND cycling tests
over varying retention times and measured the average
change in Vth for each retention time interval. Measured
average Vth change was normalized over Mmax

Pi . We repre-
sent the normalized average Vth change over varying reten-

tion times as the dynamic MPi scaling ratio rdret. The solid

lines in Fig. 8b show rdret variations over varying retention
times with more than 2,000 NAND pages. In order to mini-

mize the management overhead, we simplify the rdret
changes over varying retention times into two different
write-retention modes (i.e., WRmodeshort and WRmodelong) as
shown by the dotted line in Fig. 8b. WRmodelong is the long-
retention write mode which fully supports the specified

retention time (i.e., 1 year), but cannot reduce MPi (i.e., r
d
ret

is 1.00). On the contrary, WRmodeshort is the short-retention
write mode which supports only a 0.07-day retention time

while requiring only 33 percent of Mmax
Pi (i.e., rdret is 0.33). By

combining rsret with rdret, Eq. (3) is re-expressed as follows:

DWVth ¼
X3

i¼1

DMPi ¼
X3

i¼1

1� rsret � rdret
� ��Mmax

Pi : (4)

For example, when P/E cycle count is less than 0.5 K, and
the retention requirement is less than 0.07 days, WVth can be
reduced by 689 mV ð¼ ð1� 0:71� 0:33Þ � 900mVÞ.

4.3 Disturbance Resistance Tuning

Since the program disturbance and the read disturbance of
NAND flash memory are proportional to the number of
P/E cycles [8], we measured how much MDist is required as
the number of P/E cycles increases. After performing
NAND cycling tests with varying P/E cycles followed by a
specified number (i.e., 400 K [4]) of read cycles, we mea-
sured the average change in Vth in the E state. Our tests
were performed with more than 2,000 NAND pages. Mea-
sured average Vth change was normalized over the maxi-
mum required Vth margin Mmax

Dist under the worst-case
operating condition (i.e., 3 K P/E cycles and 400 K read
cycles). We represent the normalized average Vth change
caused by NAND disturbance as rdist ð0 � rdist � 1Þ. Table 1
summarizes our simplified rdist model over varying P/E
cycles. For example, after 0.5 K P/E cycles, only 43 percent
of Mmax

Dist is required (i.e., rdist is 0.43). For a given number of
P/E cycles, DWVth by tuning the NAND disturbance resis-
tance is expressed as follows:

DWVth ¼ DMDist ¼ ð1� rdistÞ �Mmax
Dist : (5)

Given thatMmax
Dist is 400 mV, and the number of P/E cycles is

less than 0.5 K, WVth can be reduced by 228 mV
ð¼ ð1� 0:43Þ � 400mVÞ.

4.4 NAND Endurance Model

Combining the proposed NAND capability tuning techni-
ques (i.e., write-performance tuning, retention-capability
tuning, and disturbance-resistance tuning) with erase volt-
age/time scaling, we developed a novel NAND endurance
model which can be used with DeVTS-enabled NAND
chips. In order to construct the NAND endurance model,
we calculate DWVth for each combination of NAND capabil-
ity tuning modes by using Eqs. (2), (4), and (5). Since a

reduced erase voltage (¼ ð1� revÞ � V nominal
Erase ) is propor-

tional to DWVth, rev is expressed as follows (for an MLC
NAND devices):

rev ¼ 1� DWVth

V nominal
Erase � ac

; (6)

where ac is the empirical scaling parameter which repre-
sents the impact of the VErase change on the Vth window.
For example, if ac is 0.60 and VErase is reduced by 1.00 V,

Fig. 8. The simplifiedMPi scaling models for retention capability tuning.

TABLE 1
A Simplified rdist Model over Varying P/E Cycles

P/E Cycles [K] 0.5 1.0 1.5 2.0 2.5 3.0

rdist 0.43 0.57 0.74 0.90 0.95 1.00
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WVth can be effectively reduced by 0.60 V. When rev is calcu-
lated from Eq. (6) for a given DWVth, the corresponding
effective wearing can be estimated by the linear equation
described in Section 3. Table 2 summarizes the parameter
set used to construct the NAND endurance model in this
paper. All the data in our model is based on measurement
results with 20-nm node NAND chips.

Table 3 shows our DeVTS-enabled NAND endurance
(i.e., effective wearing) model with six erase-voltage modes
(i.e., EVmode0 � EVmode5) and two erase-speed modes (i.e.,
ESmodefast and ESmodeslow). EVmode5 is the lowest erase-
voltage mode which can maximize improvement on NAND
endurance while EVmode0 is the highest erase-voltage with
the lowest endurance gain. EVmodej’s are determined by a
combination of two write-retention modes (i.e., WRmodelong

and WRmodeshort) and three write-speed modes (i.e.,
WSmode0 � WSmode2) because rev’s are different for each
combination. Since DWVth’s are also affected by the static
retention-capability tuning and disturbance-resistance tun-
ing, the values of effective wearing vary whenever SEW
exceeds 0.5 K. For example, if SEW is less than 0.5 K, when
a NAND block is erased with EVmode5 and ESmodeslow, the
effective wearing for that erase operation is only 0.29. The
NAND endurance model not only presents effective wear-
ing for each combination of EVmodej and ESmodek used in
an erase operation, but also specifies corresponding write
capability tuning modes (i.e., WSmodei and WRmodem) when
writing data to a NAND block erased with EVmodej.

5 DESIGN AND IMPLEMENTATION OF DVSFTL

5.1 Overview of dvsFTL

In order to improve NAND endurance without affecting the
other NAND requirements, we have implemented a DeVTS-
aware FTL, called dvsFTL, which dynamically changes erase
scaling modes and write capability tuning modes based on
the NAND endurance model. Fig. 9 illustrates an organiza-
tional overview of dvsFTL based on an existing page-level
mapping FTL with additional modules for supporting
DeVTS. The DeVTS manager is the key module which selects
themost appropriate erase scalingmode andwrite capability
tuningmode for a given write request depending on the per-
formance and retention requirements. First, the write-speed
mode (WSmodei) and erase-speed mode (ESmodek) are
selected based on the write-performance requirement esti-
mated using the write buffer. Second, the write-retention
mode (WRmodem) is chosen based on the retention require-
ment predicted by the retention-time predictor. Finally, the
DeVTS manager decides the erase-voltage mode (EVmodej)
by considering selected write capability tuning modes. In
order to preserve the retention requirement, the retention
keeper periodically checks the remaining retention time of
written data and rewrites them to another NAND page
when their retention deadlines approach. The extended
mapping table maintains per-block mode information (e.g.,
the erase/write modes and SEW for each block) as well as
logical-to-physical mapping information. When the write
mode or erase mode is changed, dvsFTL reconfigures
NAND chips through a new device setting interface, Device-
Settings, by consulting the NAND setting table. The existing
garbage collector and wear leveler2 are also revised to maxi-
mize the efficiency of DeVTS.

5.2 Write-Speed Mode Selection

In order to select the most appropriate write-speed mode
(i.e., the slowest write mode among available write-speed
modes which does not affect the overall write performance),

TABLE 2
An Example of a Parameter Set Used

to Estimate Effective Wearing

Parameter V nominal
Erase

Mmax
Dist V nominal

ISPP

P
Mmax

Pi ac

Value 14 V 400 mV 400 mV 900 mV 0.6

TABLE 3
The NAND Endurance (i.e., Effective Wearing) Model
over the Total Sum (i.e., SEW ) of Effective Wearing

under NAND Capability Tuning Modes

EVmode 0 1 3 2 4 5

ESmode fast
WRmode long short
WSmode 0 1 2 0 1 2

0 � SEW � 0.5 K 0.78 0.65 0.52 0.59 0.46 0.33
0.5 K < SEW � 1.0 K 0.83 0.69 0.56 0.62 0.49 0.36
1.0 K < SEW � 1.5 K 0.89 0.76 0.63 0.67 0.53 0.40
1.5 K < SEW � 2.0 K 0.96 0.83 0.69 0.71 0.57 0.44
2.0 K < SEW � 2.5 K 0.98 0.85 0.71 0.72 0.59 0.45
2.5 K < SEW � 3.0 K 1.00 0.87 0.73 0.73 0.60 0.47

EVmode 0 1 3 2 4 5

ESmode slow
WRmode long short
WSmode 0 1 2 0 1 2

0 � SEW � 0.5 K 0.68 0.57 0.45 0.52 0.40 0.29
0.5 K < SEW � 1.0 K 0.72 0.60 0.49 0.54 0.43 0.31
1.0 K < SEW � 1.5 K 0.78 0.66 0.55 0.58 0.46 0.35
1.5 K < SEW � 2.0 K 0.83 0.72 0.60 0.62 0.50 0.38
2.0 K < SEW � 2.5 K 0.85 0.74 0.62 0.63 0.51 0.40
2.5 K < SEW � 3.0 K 0.87 0.75 0.64 0.64 0.52 0.41

Fig. 9. An organizational overview of dvsFTL.

2. Since different erase voltage/time affects NAND endurance dif-
ferently, the reliability metric (based on NP=E) of the existing wear lev-
eler is no longer valid in a DeVTS-enabled NAND chip. In dvsFTL, the
DeVTS-aware wear leveler uses SEW instead of NP=E as a reliability
metric, and tries to evenly distribute SEW among NAND blocks.
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the Wmode selector in the DeVTS manager estimates the
write-performance requirement for a given write request
based on the utilization uwb of a write buffer. Since the write
buffer queues incoming requests before they are written,

uwb changes depending on the difference between the

incoming rate rin of write requests from a host system and
the outgoing rate rout to NAND devices. When writes are

requested in a sporadic fashion (i.e., rin < rout), uwb may
decrease. In this case, the Wmode selector decides that the
maximum write performance of NAND devices is not fully
needed. On the contrary, when write requests are so inten-

sive (i.e., rin > rout) that uwb increases, it is decided that
queued requests should be written as fast as possible.

Fig. 10 shows an overview of the write-speed mode
selection in dvsFTL. In our implementation, the write-
performance requirement is classified into three levels by
two buffer utilization boundaries as shown in Fig. 10. For
example, when uwb is lower than 0.33, the requests queued
in the write buffer are written to a NAND page with

WSmode2, the slowest write mode. However, when uwb is
higher than 0.66, in order to satisfy the urgent requirement
of write performance, the write-speed mode is changed to
WSmode0, the fastest write mode.

Our proposed write-speed mode selection technique can
efficiently adapt to varying rin as well as rout (which is pro-
portional to the number of available NAND chips that are
ready to be written). When NAND chips are not available

due to garbage collection, rout is significantly reduced [16].
For example, when garbage collection operations are per-
formed in half of NAND chips, rout is reduced by 50 percent.

If rout reaches below rin so that uwb increases, a faster write
mode is more suited to mitigate the side effect of garbage

collection. Since our estimation metric is based on uwb which

depends on both rout and rin, the Wmode selector can deter-
mine the most proper write-speed mode by taking into

account the variations in both rin and rout during run times.

5.3 Write-Retention Mode Selection

The Wmode selector decides the most proper write-
retention mode for a given write request based on the pre-
dicted future update time (i.e., the retention-time require-
ment) of that request. If it is predicted that a request will be
updated within the predefined time period, which is shorter
than the specified retention-time of NAND devices, the
Wmode selector selects the short-retention write mode (i.e.,
WRmodeshort) for that request. When a prediction regarding
the future retention-time requirement is incorrect, a reclaim
process [17] should be performed to preserve the durability
of retention tuned data. However, since too frequent reclaim

operations can substantially cancel the lifetime benefit of
retention-capability tuning as well as interfere with fore-
ground activities to serve user requests, it is required to
minimize the number of reclaimed pages and the overhead
of a reclaim operation. In this section, we present a write-
retention mode selection procedure with the resource-
optimized retention-time predictor and describe retention
requirement management techniques.

5.3.1 Retention Requirement Prediction

Our proposed retention-time predictor estimates the future
retention-time requirement of a write request based on
the average update interval for recent requests. Since there
are only two write-retention modes in our NAND endur-
ance model, it is necessary to classify whether or not the
average update interval is shorter than the predefined short
retention-time interval Tshort

ret (e.g., 0.07 days as defined in
Section 4.2.2). In our implementation, the retention-time
predictor is based on an existing data separator [18] with a
different control policy for making a reliable decision on the
write-retention mode (as will be described in Section 5.3.2).

Each LBA is mapped to multi-dimensional counters
incremented whenever corresponding write requests are
issued. In order to compare the update interval to Tshort

ret , all
the counters are decayed regularly after a designated time

interval Tdecay (in this paper, Tdecay ¼ Tshort
ret ). If the update

interval of an LBA is shorter than Tdecay, the corresponding

counter value will increase. Otherwise, the counter values
will decrease. After multiple decaying intervals, when the
counter value is greater than the predefined threshold
value, the retention-time predictor decides that the recent

update interval of that LBA is shorter than Tshort
ret on average.

In this case, the retention-time predictor predicts that the

current write request will be also updated within Tshort
ret by

exploiting the temporal locality of I/O requests.
Fig. 11 shows a functional overview of our proposed

retention-time predictor. Since maintaining all the counters
for each LBA is too expensive to be implemented in practice,

Fig. 10. An overview of the write-speed mode selection in dvsFTL.

Fig. 11. A functional overview of the write-retention mode selection and
retention requirement management procedures.
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the proposed retention-time predictor keeps only a limited
number of counters which are referenced by three hash
functions. In deciding the retention-time requirement of an
LBA, all the counters corresponding to that LBA are consid-
ered simultaneously. The retention-time predictor can be
implemented with a small space overhead (i.e., 64 KB per
1-GB storage capacity).

5.3.2 Maximization of Endurance Benefit

In order to maximize the endurance benefit of retention-
capability tuning, minimizing reclaimed pages caused by
misprediction is one of the major design challenges of the
write-retention mode selection.

Misprediction Control. One of the main sources behind
misprediction is hash collisions in the hashing table as shown
in Fig. 11. When counters corresponding to cold data (which
are rarely updated) are unintentionally incremented due to
hash collisions, such cold data can be mispredicted as short-
retention data. (We denote this misprediction as false-short.)
Once mispredicted data is written with WRmodeshort, such
data will be eventually reclaimed.

In order to minimize the false-short ratio due to hash col-
lisions, we introduce a misprediction control technique
based on the past false-short history. As shown in Fig. 11,
each counter has an additional feedback register which is
set to one when misprediction is detected (i.e., the written
data is reclaimed). The purpose of these feedback registers
is to impose a penalty for the mispredicted write so that
consecutive mispredictions for that request is prevented. If
all the corresponding feedback registers were already set,
the retention-time predictor determines the retention-time
requirement in a conservative fashion by raising the deci-
sion threshold level. For example, when the counter values
of a request are 15, 12, and 4, and all the dedicated feedback
registers were already set, this request is classified as long-
retention data instead of short-retention data because the
decision threshold level is raised from the normal level
(e.g., 4) to the higher level (e.g., 8). When prediction is cor-
rect (i.e., data written with WRmodeshort is updated within

Tshort
ret ), the feedback registers are reset so that the decision

threshold is reverted back to the normal level.
Selective Retention Tuning. When the update characteris-

tics of I/O requests are changed so that too many retention-
tuned pages are reclaimed, it is more beneficial to suspend
retention-capability tuning. For example, if the number of
pages per a block is 100, in order to write 5,000 pages with a
combination of WRmodeshort and WSmode0, 50 blocks erased
with EVmode2 (of which effective wearing is 0.59 as summa-
rized in Table 3) are consumed. In this case, the total
endurance gain of retention-tuned writes is 20.50 (¼
ð1:00� 0:59Þ � 50). However, when 60 pages per block are
reclaimed with WRmodelong, 30 (¼ 60� 50=100) blocks
erased with EVmode0 (of which effective wearing is 0.78)
are consumed during reclaim operations. In this case, the
total endurance loss of reclaimed writes is 23.40
(¼ 0:78� 30). Since the endurance loss is larger than the
endurance gain in this example, it is better not to use the
short-retention write mode. In order to make such a
decision, we estimate the break-even point at which the end-
urance gain of retention-tuned writes is equal to the endur-
ance loss of reclaimed writes. In the previous example, the

break-even number Nbe of reclaimed pages per a block is
52.6 (¼ ð1:00� 0:59Þ=0:78� 100). The retention keeper con-
tinuously monitors the average number of reclaimed pages
per a block. When the average number of reclaimed pages

becomes greater than Nbe, the retention keeper switches
the retention-tuning phase from the enable phase to the sus-
pend phase. In the suspend phase, the Wmode selector always
selects WRmodelong regardless of retention-time prediction
results. When beneficial I/O characteristics are detected,
the retention keeper resumes retention-capability tuning
again.

5.3.3 Minimization of Reclaim Overhead

Since it is difficult to completely eliminate mispredicted
writes, minimizing the overhead of a reclaim operation is
also required in order not to affect foreground activities.
The main goal of the reclaim operation is to preserve the
durability of stored data written with WRmodeshort. In order
to reliably rewrite mispredicted data before its retention
deadline expires, the retention keeper periodically (e.g.,
one tenth of Tshort

ret ) checks its remaining retention time.
However, since maintaining the retention deadline for
each written page requires excessive system resources as
well as high checking overheads, we have developed a
simple but effective reclaim technique. As shown in
Fig. 11, data for each write-retention mode is written to dif-
ferent regions (i.e, the short-retention region and long-
retention region). After short-retention data is written to a
free block chosen from the free region, the block id is
inserted into the retention queue in the retention keeper
with its written time. Although following data is written to
that block at different times, the worst-case retention dead-
line is still determined by the earliest written time for that
block. Since the retention queue maintains its entries in a
FIFO fashion, the remaining retention times for each block
are automatically sorted in ascending order, thus simplify-
ing the checking process. When the retention keeper identi-
fies a block whose retention deadline has almost expired,
mispredicted pages in the identified block are reclaimed to
a free block, selected from the free region, with a demoted
write-retention mode (i.e., WRmodelong). After reclaim oper-
ation is completed, the newly written block is inserted into
the long-retention region.

5.4 Erase-Voltage Mode Selection

Selecting the most appropriate erase-voltage mode is the
most essential step in dvsFTL because the erase voltage has
a significant impact on NAND endurance as well as the
overall write performance as described in Sections 3.2
and 4.1, respectively. When EVmode5 (which uses the low-
est erase voltage) is always used in erase operations, NAND
endurance can be improved to the fullest extent. However,
since a NAND block erased with EVmode5 allows only
WSmode2 (which is the slowest write-speed mode) in a pro-
gram operation, when intensive write operations are
requested, the write performance can be degraded signifi-
cantly. Furthermore, since EVmode5 assumes the presence
of hot data, expected to be updated in the near future, when
cold data is inevitably written to such a shallowly erased
block, the endurance gain may be rendered invalid by the
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reclaim operation. On the contrary, when EVmode0 (which
uses the highest erase voltage) is used at all times, DeVTS
cannot reach its full potential while still maintaining the
overall write-performance requirement. Therefore, similar
to the write mode selections, estimating the requirements of
future write requests is also a critical step in selecting the
right erase-voltage mode.

When a foreground garbage collection process is
invoked, since the write-speed mode and write-retention
mode of a received write request have already been chosen
by the Wmode selector, the victim block can be erased with
the corresponding erase-voltage mode as defined in the
NAND endurance model. For example, if SEW is less than
0.5 K for a victim block, and WRmodeshort and WSmode0 have
been chosen, the Emode selector decides EVmode2 as the
appropriate erase-voltage mode.

However, when a background garbage collection process
is invoked, it is difficult to estimate the requirements of sub-
sequent write requests. This is because background garbage
collection is activated when write requests are not issued
for a long time so that the recent history of write requests is
nearly initialized. In our implementation, the Emode selec-
tor postpones deciding the right erase-voltage mode and
selects EVmode5 as the default so that a victim block is shal-
lowly erased (with the lowest erase voltage) during the
background garbage collection process. The right erase-
voltage mode is lazily decided when the next phase of write
requests (after the background garbage collection process)
is written to that block. If the selected write modes are not
compatible with EVmode5, the selected block is additionally
erased using the lazy erase operation (of which latency is less
than 1,000 ms). Although the write latency for the first page
in the block is increased by 77 percent because the lazy erase
operation is performed in advance of the first-page write, its
negative impact on the overall write performance is less
than 0.6 percent while the potential of DeVTS can be fully
utilized in terms of the lifetime improvement.

5.5 Erase-Speed Mode Selection

The Emode selector chooses a proper erase-speed mode
which can offer an additional lifetime benefit without affect-
ing the overall write performance. Since write requests wait-
ing in the write buffer cannot be programmed to NAND
chips during an erase operation, when writes are continu-
ously requested, the buffer utilization will increase. The
increase Duerase in the buffer utilization due to the erase
operation can be estimated by how many write requests
are fulfilled during that time interval. As a result, the effec-
tive buffer utilization u� after the erase operation is

expressed as the sum of the current buffer utilization uwb

and Duerase. In selecting an erase-speed mode, the Emode
selector first checks whether or not erasing with ESmodeslow

raises u� above 1.0. If it is estimated that u� will be higher
than 1.0, in order to avoid buffer overflow, ESmodefast is

selected. Otherwise, the Emode selector additionally checks
whether or not erasing with ESmodeslow causes a change in
the current write-speed mode. If u� is increased above the
current buffer utilization boundary (e.g., 0.33 or 0.66 as
shown in Fig. 10), subsequent write requests will be written
with a faster write mode. In this case, since the endurance

gain by using a slower erase mode is smaller than that lost
by using a faster write mode as summarized in Table 3,
ESmodeslow is not a suitable choice in terms of the lifetime
improvement. If it is confirmed that ESmodeslow will not
affect the overall write performance and actually has a life-
time benefit, it is then selected for the erase operation.

5.6 DeVTS-Aware Garbage Collection

When a garbage collection process3 is invoked, selecting the
most suitable write-speed mode for data copy operations is
also a challenging issue to maximize the efficiency of
DeVTS. If valid data is copied with the fastest write mode at
all times, the performance overhead of a garbage collection
process can be minimized. However, since free pages in
deeply erased blocks (which are compatible with the fastest
write mode) are frequently used, the probability of erasing
blocks with the highest erase voltage is increased inevitably.
Conversely, if the slowest write mode is always used in
data copy operations, the overall write performance may be
degraded significantly. Since write requests waiting in the
write buffer cannot be programmed to NAND chips during
data copy operations, the buffer utilization may be effec-
tively increased by Ducopy which is proportional to the num-
ber of valid pages to be copied. Consequently, the effective
buffer utilization u� after the data copy operation is

expressed as the sum of the current buffer utilization uwb

and Ducopy. Similar to the erase-speed mode selection, if it is
estimated that u� will be raised above 1.0, the Wmode selec-
tor selects the fastest write mode (i.e., WSmode0). Otherwise,
the Wmode selector selects the fastest write mode among
available write-speed modes that does not change the cur-
rent write-speed mode.

6 EXPERIMENTAL RESULTS

6.1 Experimental Settings

We evaluated the effectiveness of the proposed dvsFTL
with extFlashBench, an extended version of the existing uni-
fied development environment [10] for NAND flash-based
storage systems. Since extFlashBench includes various
NAND timing information (i.e., the latency of read/pro-
gram/erase operations of our target NAND chips), it emu-
lates the key operations of DeVTS-enabled NAND devices
in a timing-accurate fashion so that it is possible to keep
track of temporal interactions among various FTL opera-
tions such as garbage collection, wear leveling, as well as
reclaiming [1]. Table 4 summarizes the latency variations of
write-speed modes and erase-speed modes used in our
evaluations. In order to reflect the chip-level parallelism
(which is one of the key factors affecting the maximum
write performance of an SSD), extFlashBench was config-
ured to have eight channels, each of which was composed
of four NAND chips. Each NAND chip employed 512
blocks which were composed of 128 8 KB pages. The size of
a write buffer was set to 16 MB which was about 0.1 per-
cent4 of the total NAND capacity.

3. In this paper, we assume that a garbage collector cannot be pre-
empted once it is started.

4. In Section 6.5.3, we discuss the effect of the different buffer size on
the overall endurance gain in detail.
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Our evaluations were performed with two different tech-
niques: Baseline and dvsFTL. Baseline is an existing DeVTS-
unaware FTL that does not use the erase scaling modes and
write tuning modes. dvsFTL is the proposed DeVTS-aware
FTL which fully exploits DeVTS-enabling techniques,
described in Sections 3 and 4, depending on workload char-
acteristics so that the lifetime benefit of DeVTS can be maxi-
mally achieved while still satisfying all the NAND
requirements. Each technique was evaluated by replaying
various I/O traces on top of extFlashBench. (Formore details
on I/O traces, please see Section 6.2.) When I/O requests
were issued according to their timing information in the
trace files, correspondingNANDoperationswere performed
in extFlashBench. We continuously replayed the traces on
NAND blocks until they became unreliable and measured
the maximum number of P/E cycles, Nmax

P=E . We also mea-

sured the overall write throughput and retention times
which are related to the side effects of DeVTS.

6.2 Workload Characteristics

In our evaluations, we used six I/O traces, proj_0, src1_2,
prxy_0, hm_0, stg_0, and usr_0, selected from the MSR Cam-
bridge traces [19]. Although these traces included I/O char-
acteristics in real-world enterprise servers, their I/O rates
were too low to meaningfully stimulate the temporal behav-
ior of high-performance NAND flash-based storage sys-
tems. In order to utilize these traces in our evaluations, we
accelerated I/O rates of all the traces by 100 times5 so that
the peak I/O rate of the most write intensive trace is compa-
rable to the maximum write performance of our extFlash-
Bench configuration [1], [20].

Fig. 12a shows the distributions of the inter-arrival times
for write requests of six traces. Inter-arrival times were nor-
malized over the effective program time Teffective

Pgm of
extFlashBench. Since up to 32 NAND chips can serve write

requests simultaneously, Teffective
Pgm is 32 times shorter than

the nominal program time TPgm (i.e., the write latency of
WSmode0) of a single chip. When there were multiple pages

in a write request, their inter-arrival times t were classified
as the ‘t ¼ 0’ case in Fig. 12a. Alternatively, when write
requests, containing only one page, were issued in a spo-
radic fashion, they were classified as the ‘t > 32’ case. It is
expected that the overall endurance gain for a sporadic trace
(e.g., usr_0) will be higher than that for an intensive trace
(e.g., proj_0) because slower write and erase modes can be
more frequently used in a sporadic trace.

Fig. 12b shows the distributions of the retention times for
write requests of six traces. The short-retention group and
long-retention group were classified by Tshort

ret (i.e., 0.07
days6). An interesting aspect is that there is a strong correla-
tion between the distribution of inter-arrival times and
those of retention times (except prxy_0). The more inten-
sively write requests are issued, the more frequently they
are updated. Therefore, for intensive traces, it is expected
that the weakness of the write-speed tuning can be partly
compensated for by the write-retention tuning.

6.3 NAND Lifetime Analysis

In order to measure Nmax
P=E (i.e., the effective lifetime of a

NAND device as defined in Section 3.2), each trace was
repeated until SEW reached 3 K [4]. Measured Nmax

P=E values

were normalized over 3 K. Fig. 13a shows Nmax
P=E ratios for

six traces with two different techniques. dvsFTL extends
Nmax

P=E by 94 percent, on average, over Baseline.

As we expected, the improvements on Nmax
P=E for each

trace clearly exhibit similar trends as the distributions of
inter-arrival times and retention times as shown in Figs. 12a
and 12b, respectively. In the case of proj_0 trace, Nmax

P=E is

improved by only 58 percent because most of the write
requests are issued instantaneously so that 40 percent of
erase operations cannot take advantage of endurance-
enhancing modes at all as shown in Fig. 13b. However, since
a considerable part of the rest of erase operations exploits
the short-retention write mode, the limited Nmax

P=E ratio due

to highly clustered consecutive writes is partly compen-
sated for. (For more detail, see Section 6.5.2.) On the con-
trary, for the usr_0 trace, Nmax

P=E is improved by up to 122

TABLE 4
The Latency Variations of NAND Functions

Used in the Experiment

NAND function Speed mode Latency [13]

WSmode0 1,300 ms
Program WSmode1 1,730 ms

WSmode2 2,600 ms

Erase ESmodefast 5,000 ms
ESmodeslow 20,000 ms

Fig. 12. Characteristics of write requests for six traces.

5. Since these traces are based on slow HDDs of about 15-20 years
ago, we compared the IOPS between these old HDDs and modern
SSDs to extract the acceleration ratio for replaying HDD-based traces.
We selected 100 as a conservative acceleration ratio because the IOPS
differences between the old HDDs and modern SSDs range between
several hundreds and tens of thousands. Since we accelerate all the I/O
traces, we could have converted long idle I/O intervals of the original
I/O traces to short ones. However, our benchmark traces did not have
long I/O idle intervals because of steady streams of sporadic I/O
requests. Considering this characteristics of our benchmark traces, our
evaluation results based on accelerated I/O trace replays are believed
to be sufficient to show the effectiveness of the proposed technique.

6. In our evaluation, we set Tshort
ret to 0.07 days as shown in Fig. 8b.

This is because the total time of traces was only about 1 day. If our
DeVTS technique is to be employed in real systems, it is better to
increase Tshort

ret to 1 day for more reliable retention management. In this
case, the lifetime benefit of dynamic retention tuning is slightly reduced
because rdret increases from 0.33 to 0.50.
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percent because more than half of erase operations are per-
formed with the lowest erase voltage. In particular, for the
prxy_0 trace, the improvement ratio of Nmax

P=E goes up to 140

percent. This is because most NAND operations frequently
utilize both the slow-speed write mode and short-retention
write mode as expected in the characteristics of prxy_0 trace.

6.4 NAND Requirements Analysis

Since the main goal of dvsFTL is to extend Nmax
P=E while the

other NAND requirements are left untouched, we checked
whether or not the overall write-performance and retention-
time requirements were preserved.

6.4.1 Overall Write-Performance Requirement

When a write request is issued, if the write buffer is full (i.e.,
u is 1.0), serving that request is delayed until one of requests
queued in the buffer is written to a NAND chip so that u
decreases below 1.0. This delay time can be further ampli-
fied when the foreground garbage collection process is per-
formed in NAND chips. Although dvsFTL frequently uses
slow-speed write/erase modes, since such slow-speed
modes are selected only when the write-performance
requirement is not urgent, dvsFTL does not incur an addi-
tional delay over Baseline as summarized in Table 5.

For the proj_0 trace, the overall write throughput is rather
improved by 0.5 percent because the worst-case delay time
due to the garbage collection process is reduced. As summa-
rized in Table 5, the write amplification factor (WAF), which
reflects the average garbage collection overhead, is reduced
by about 0.4 percent so that the portion of delayed requests
among total requests is reduced from 5.6 to 4.8 percent. For
other traces, the overall write throughput and portion of
delayed requests of dvsFTL are maintained at the same level
as those of Baseline.

6.4.2 Overall Retention Requirement

Since WRmodeshort aggressively reduces the retention capa-
bility of NAND pages, in order to guarantee the durability
of the stored data, mispredicted pages whose retention
deadlines are imminent should be properly reclaimed.
However, when there are too many mispredicted pages,
retention failures may occur because the number of reclaim-
able pages for the given checking period is limited. For
example, if the retention checking period is 60 s and the
shortest program latency is 1,300 ms, the retention keeper

can reclaim up to 46,153 pages (which is 2.2 percent of the
total NAND pages in extFlashBench). Although dvsFTL fre-
quently uses WRmodeshort for writing data onto NAND
pages, retention failures did not occur in our evaluations.7

This is mainly because the misprediction ratio is sufficiently
suppressed by the misprediction control techniques,
described in Section 5.3.2, so that the numbers of mispre-
dicted pages are maintained below the maximum number
of reclaimable pages at all times.

6.5 Detailed Analysis

6.5.1 Accuracy of Retention Time Predictor

In order to predict the retention-time requirement of future
write requests, we proposed the retention-time predictor as
described in Section 5.3.1. Since the main goal of the reten-
tion-time predictor is to minimize the misprediction (in par-
ticular, false-short) ratio with a reasonable resource
overhead, we performed a detailed analysis on how accu-
rate our proposed resource-optimized predictor is. Table 6
summarizes the analysis results for four traces with four dif-
ferent techniques: History, DA, H noFB, and H FB. History is
a history-based prediction technique which simply utilizes
the previous update time interval to predict the next update
time [23]. DA, H noFB, and H FB are retention-time predic-
tion techniques based on the recent update frequency main-
tained in multiple update counters, but with different
configurations. DA uses a direct-address mapping which
keeps the number of counters as many as that of LBAs.
Alternatively, since H noFB has a limited number of coun-
ters mapped to corresponding LBAs by hash functions, mis-
predictions may occur due to hash collisions. H FB is the
proposed prediction technique which employs additional
feedback registers and makes an adaptive decision so that
the misprediction ratio is minimized.

For the src1_2 trace, the false-short ratio under History is
too high (i.e., 4.8 percent) to avoid retention failures while
the ratio under H FB is sufficiently suppressed below the
tolerable level (e.g., 1 percent). Comparing H FB with
H noFB, the false-short ratio is reduced from 2.3 to 0.9 per-
cent, a value similar to that of DA. For the other traces, the
false-short ratios are also maintained at a low level. These

Fig. 13. Comparisons of the endurance gain and distributions of the
EVmodei ’s for six traces.

TABLE 5
Comparisons of the Overall Write Performance for Six Traces

proj_0 src1_2 prxy_0 hm_0 stg_0 usr_0

Overall Write Baseline 23.65 7.59 14.15 3.95 2.74 2.27

Throughput [MB/s] dvsFTL 23.78 7.60 14.16 3.95 2.74 2.27

Portion of Baseline 5.6% 1.1% 0.1% 0.2% 0.0% 0.0%

Queuing Delay dvsFTL 4.8% 1.0% 0.0% 0.1% 0.0% 0.0%

WAF
Baseline 1.15 1.07 1.11 1.14 1.25 1.09

dvsFTL 1.10 1.07 1.03 1.06 1.13 1.05

7. In this paper, we assume that the power is always supplied. How-
ever, if the power is cut off, the durability of the stored data written
with WRmodeshort may not be guaranteed because the retention keeper
does not work in this case. This problem can be mitigated by rewriting
valid pages written with WRmodeshort to other NAND pages with
WRmodelong during the power hold-up time supported by a storage sys-
tem [21]. Even when the rewriting process is unexpectedly failed, data
loss can be recovered by a data recovery procedure [22].
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results clearly indicate that our proposed misprediction con-
trol technique can efficiently reduce the misprediction ratio,
caused by hash collisions, to the comparable level ofDA.

However, as summarized in Table 6, another mispre-
diction ratio, i.e., the false-long ratio, is increased for
write-intensive traces (e.g., src1_2). This is because the
retention-time predictor in this paper mostly focuses on
minimizing the false-short ratio. If the false-long ratio is
too high, the potential of retention-capability tuning can-
not be fully exploited. In order to further extend Nmax

P=E

for write-intensive traces, reducing the false-long ratio is
also required. Our future work involves developing a
more accurate retention-time predictor capable of consis-
tent performance regardless of varying characteristics of
I/O workload.

6.5.2 Breakdown of Endurance Gain

In order to understand the effect of each endurance-
enhancing technique on the overall Nmax

P=E improvement
ratio in detail, we modified our dvsFTL so that each tech-
nique can be enabled separately. Fig. 14 shows the increase
in Nmax

P=E ratios for six traces when each endurance-enhanc-

ing technique (i.e., ST, WPT, ETT, and DRCT) is enabled
one by one on top of Baseline. ST is the combination of
the Static Tuning techniques described in Sections 4.2.1
and 4.3. WPT is the Write-Performance Tuning technique,
and ETT is the Erase-Time Tuning technique, as described
in Sections 4.1 and 3.3, respectively. DRCT is the Dynamic
Retention-Capability Tuning technique described in Section
4.2.2. Our proposed dvsFTL fully utilizes all the aforemen-
tioned techniques.

Among the endurance-enhancing techniques imple-
mented in dvsFTL, DRCT has the most significant impact
on extending Nmax

P=E . DRCT is responsible for 34 percent, on

average, of the total endurance gain. The effect of DRCT

strongly depends on the true-short ratio summarized in
Table 6. For example, for the prxy_0 trace, predicting short-
retention requests is very accurate (i.e., 84.9 percent). As a
result, Nmax

P=E is significantly extended (i.e., 98.6 percent) by

DRCT. However, for the hm_0 trace, its effect is marginal.
The effect ofWPT is comparable to that of DRCT. The effects
of ETT and ST account for about 20 and 12 percent, respec-
tively, of the total endurance gain. In an earlier version (i.e.,
autoFTL [1]) of this paper, only ST, WPT, and ETT were
employed. In this case, the average Nmax

P=E ratio is only 1.62.

Our proposed dvsFTL (whereDRCT has been added) further
extendsNmax

P=E by about 52 percent over autoFTL. As shown in

Fig. 14, since DRCT is more effective for write-intensive
traces where the effect ofWPT is limited,DRCT can substan-
tiallymake up for the weaknesses ofWPT.

6.5.3 Sensitivity to Buffer Size

The large size of the write buffer offers an advantage to
extend Nmax

P=E because the probability of using the slow write
and erase modes is increased. However, since an exces-
sively large buffer size is not cost effective in most practical
storage systems, we set the buffer size to only 16 MB, only
0.1 percent of the total storage capacity. In order to under-
stand how sensitive Nmax

P=E ratio is to the buffer size, we per-

formed evaluations with different write buffer sizes as
summarized in Table 7. When the buffer size is reduced to 4
MB, the average Nmax

P=E is decreased by 3.6 percent. Alterna-

tively, with a 64 MB size write buffer, the averageNmax
P=E ratio

is increased by 4.1 percent as we expected. The effect of a
reduced-size buffer on the overall write throughput is negli-
gible because the Wmode selector efficiently chooses the
proper write mode.

7 RELATED WORK

As the endurance of NAND flash memory continuously
decreases, several cross-layer optimization techniques,
which exploit the physical characteristics of NAND flash
memory at a system software level, have been proposed for
a longer SSD lifetime.

TABLE 6
Accuracy of the Proposed Retention-Time Predictor under Different Data Separation Techniques

Pre- Result
src1_2 prxy_0 hm_0 usr_0

diction History DA H noFB H FB History DA H noFB H FB History DA H noFB H FB History DA H noFB H FB

Short
True 81.9% 49.4% 60.9% 42.4% 94.3% 89.3% 89.8% 84.9% 43.3% 28.1% 28.8% 26.9% 63.6% 52.8% 53.1% 50.1%
False 4.8% 0.8% 2.3% 0.7% 1.3% 0.5% 0.6% 0.4% 5.9% 0.5% 0.7% 0.3% 4.5% 0.9% 1.0% 0.7%

Long
True 8.3% 12.3% 10.8% 12.4% 2.9% 3.6% 3.5% 3.7% 44.2% 49.6% 49.4% 49.8% 26.2% 29.7% 29.7% 30.2%
False 5.0% 37.5% 26.0% 44.5% 1.5% 6.5% 6.1% 10.9% 6.6% 21.8% 21.1% 23.0% 5.7% 16.6% 16.3% 19.1%

Fig. 14. Variations of the normalized Nmax
P=E ratios under different endur-

ance-enhancing techniques for six traces.

TABLE 7
Variations of Nmax

P=E Ratios over Different Buffer
Sizes for Six Traces

Buffer Size proj_0 src1_2 prxy_0 hm_0 stg_0 usr_0 Avg.

Normalized 4 MB 1.54 1.53 2.17 1.81 1.97 2.18 1.87
Nmax

P=E 16 MB 1.58 1.61 2.40 1.86 1.98 2.22 1.94

Ratio 64 MB 1.66 1.72 2.57 1.93 2.00 2.26 2.02
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Cai et al. presented a retention error management tech-
nique which periodically refreshes or reclaims the written
data before their retention deadlines expire [24]. Since reten-
tion errors are one of main sources of bit errors which limit
the NAND lifetime, if they are accurately controlled, the
actual lifetime of NAND flash memory can be extended.
Although the main goal of our proposed DeVTS technique
is basically same as that of the Cai’s work, detailed
approaches are quite different. Our DeVTS technique can
reduce the NAND cell damage during erase operations so
that NAND endurance can be directly improved.

Jeong et al. proposed a novel endurance-enhancing tech-
nique which exploits the tradeoff relationship between the
endurance and erase voltage of NAND flash memory [1]. In
order to lower the erase voltage, the write or erase speed is
conditionally slowed down when the maximum NAND
performance is not necessary. On the other hand, Shi et al.
suggested a retention-trimming technique which is based
on the same NAND tradeoff as Jeong’s work, but uses a dif-
ferent tuning technique (i.e., the retention-capability tuning)
for writing data to NAND pages [23]. Shi’s work is effective
in extending the SSD lifetime when the maximum retention
capability of NAND devices is not fully needed. The life-
time benefit of these two techniques, however, may be quite
limited when the overall I/O characteristics are not compat-
ible with the preferable conditions for each technique. On
the contrary, since our DeVTS approach provides various
write-tuning techniques, each of which brings different
impact with different workload conditions, a flash software
can easily adapt to varying I/O characteristics for a much
longer SSD lifetime.

8 CONCLUSIONS

Wehave presented a highly-integrated cross-layer approach,
called DeVTS, for improving the lifetime of flash-based stor-
age systems. The proposed DeVTS approach, which is based
on a new NAND endurance model that accurately reflects
the NAND device behavior, effectively exploits varying
workload characteristics so that appropriate erase scaling
modes and write tuning modes are selected for each NAND
operation. In order to take advantage of newly supported
erase scaling modes in an efficient way, the DeVTS-enabled
technique decides more tightly the required performance/
retention requirements of written data so that NAND endur-
ance is not wasted by selecting inappropriate modes for
NANDwrite operations. Experimental results show that our
DeVTS-aware FTL, dvsFTL, can improve NAND endurance
by 94 percent, on average, over an existing FTL without
affecting the performance and retention requirements of
storage systems. Since the performance tuning and retention
tuning are complementary to each other, dvsFTL can more
efficiently adapt to various types of I/Oworkloads.

The lifetime benefit of DeVTS can be further improved in
several ways. For example, the current version of DeVTS
cannot fully achieve its potential to the fullest because only
limited information within a storage system can be
exploited in estimating I/O characteristics. As future work,
we plan to develop an advanced version of DeVTS that
takes advantage of more system-level information (e.g., the
amount of near-future write requests to a storage system)

for making a better decision in selecting erase scaling modes
and write tuning modes.
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